### 1.Случайные события и их виды, понятие вероятности.

Случайным естественно называть такое событие, которое при заданном комплексе условий может, как произойти так и не произойти. Мера возможности осуществления такого события и есть его вероятность. Достоверное и невозможное события могут рассматриваться как крайние частные случаи случайных событий. Достоверным называют событие, которое обязательно произойдет при осуществлении определенного комплекса условий. Так, например, вода при нормальных атмосферных условиях и 0 замерзает. Невозможным является событие, которое при заданном комплексе условий никогда не произойдет. Таким образом, вероятность – это шансы осуществления любого составного события, состоящего из нескольких элементарных.

### 2.Классическая формула подсчета вероятностей. Комбинаторика.

В общем случае, когда имеется n равновозможных элементарных событий w1,…,wn, вероятность любого составного события А, состоящего из m элементарных событий wi1,…,wim, определяется как отношение числа элементарных событий, благоприятствующих событию А, к общему числу элементарных событий, т.е. P(A)=m/n.

### 4.Пространство элементарных событий, операции над событиями.

При общем определении вероятности используется пространство элементарных событий, при этом элементарные события являются неопределяемым понятием, но относительно них предполагается, что в результате испытаний обязательно происходит одно из этих элементарных событий. Элементарные события попарно не совместны и образуют группу событий. События, не являющиеся элементарными, отождествляются с теми элементарными событиями, которые благоприятствуют ему, следовательно, случайные события можно рассматривать как подмножество в пространстве элементарных событий, поэтому операции над случайными событиями: объединение (сложение), пересечение (умножение), эквивалентность, отрицание – полностью совпадают с соответствующими операциями над множествами. Операции объединения и пересечения множеств симметричны, т.е.
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### 5.Аксиоматическое определение вероятности.

Вероятностью называется числовая функция, определенная на поле событий S и обладающая следующими свойствами: Аксиома 1. Для любого события A прин. S Р(А)>=0. Аксиома 2. Вероятность достоверного события равна единице Р (омега)=1. Аксиома 3. Вероятность объединения двух несовместных событий равна сумме вероятностей этих событий: А прин. S, В прин. S, А\*В=0, Р(А+В)=Р(А)+Р(В). Док-во: Событие А является подмножеством омега, так как А={wi1,…,wim},то, согласно конечной схеме, Р(А)=сумме по l от 1 до m рil, 0<=pil<=1, l=1,…,m, поэтому Р(А)>=0, т.е. условие аксиомы 1 выполняется. Условие аксиомы 2 выполняется, поскольку омега={w1,…,wn}и на основании того, что Р(А)=сумме по l от 1 до m рil, то Р(омега)=сумма по i от 1 до n pi=1. Условие аксиомы 3 также выполняется, так как оно представляет собой содержание теоремы сложения для конечной схемы. Итак, конечная схема является примером объекта, для которого выполняется система аксиом теории вероятностей.

### 6.Теорема сложения вероятностей.

Вероятность появления хотя бы одного из двух совместных событий равна сумме вероятностей этих событий без вероятности их совместного появления: Р(А+В)=Р(А)+Р(В)-Р(АВ). Теорема может быть обобщена на любое конечное число совместных событий. Например, для трех совместных событий Р(А+В+С)=Р(А)+Р(В)+Р(С)-Р(АВ)-Р(АС)-Р(ВС)+Р(АВС). Если два составных события А={wi1,…,wim}и В={wj1,…,wjk} являются несовместными, то вероятность объединенного события С=А+В равна сумме вероятностей этих двух событий.

### 7.Условная вероятность. Теорема умножения вероятностей.

1) Условная вероятность события А при условии В равна Р(А/B)=P(A\*B)/P(B), Р(В)>0. 2) Событие А не зависит от события В, если Р(А/B)=P(A). Независимость событий взаимна, т.е. если событие А не зависит от В, то событие В не зависит от А. В самом деле при Р(А)>0 имеем Р(B/A)=P(A\*B)/P(A)=P(A/B)\*P(B)/P(A)=P(A)\*P(B)/P(A)=P(B). Вытекает следующая формула умножения вероятностей: Р(А\*В)=Р(А)\*Р(В/A). Для независимых событий вероятность произведения событий равна произведению их вероятностей: Р(А\*В)=Р(А)\*Р(В). 3) События А1,А2,…,Аn образуют полную группу событий, если они попарно несовместны и вместе образуют достоверное событие, т.е. Аi\*Aj=0, i не=j, U по i от 1 до n Аi=омега.

Вероятность совместного появления двух событий равна произведению вероятности одного из них на условную вероятность другого, вычисленную в предположении, что первое событие уже наступило: Р(АВ)=Р(А)\*Ра(В). В частности для независимых событий Р(АВ)=Р(А)\*Р(В), т.е. вероятность совместного появления двух независимых событий равна произведению вероятностей этих событий.

### 8.Формула полной вероятности.

Вероятность события А, которое может наступить лишь при появлении одного из несовместных событий (гипотез) В1,В2,…,Вn , образующих полную группу, равна сумме произведений вероятностей каждой из гипотез на соответствующую условную вероятность события А: Р(А)=Р(В1)\*Рb1(A)+P(B2)\*Pb2(A)+…+P(Bn)=1. Если события А1,…,Аn, P(Ai)>0 образуют полную группу событий, то вероятность события В может быть представлена как сумма произведений безусловных вероятностей событий полной группы на условные вероятности события В: Р(В)=сумма по i от 1 до n P(Ai)\*P(B/Ai).

### 9.Формула Байеса.

Из формулы полной вероятности легко получить формулу Байеса: для события В с Р(В)>0 и для системы попарно несовместных событий Аi, P(Ai)>0, B прин. U по i от 1 до n Аi . Р(Аk/B)=P(Ak)\*P(B/Ak)/сумма по i от 1 до n P(Ai)\*P(B/Ai).

### 10.Определение дискретной случайной величины. Ряд распределения.

Случайной величиной называется функция Х=Х(w), определенная на множестве элементарных событий омега, w прин. омега. С.В. дискретна, если она принимает значения только из некоторого дискретного множества, или, точнее, С.В. дискретна, если существует конечное или счетное множество чисел х1, х2, х3,… таких, что P{X=xn}=pn>=0, n=1,2,3… и р1+р2+р3+…=1. Закон распределения Д.С.В. Х определен, если известны все хn и вероятности рn=P{X=xn} такие, что р1+р2+р3+…=1. Если составить таблицу, в верхней строке которой поместить значения Д.С.В. , а в нижней – соответствующие вер-ти, то получим ряд распределения С.В.

### 11.Функция распределения С.В. и ее свойства.

Функция распределения Fx(x) C.В. Х определяется формулой Fx(x)=P{w:X(w)<x}. Последнее равенство обычно записывается короче в виде Fx(x)=P{X<x}. Для простоты в тех случаях, когда это не может привести к неточности, будем писать F(x) вместо Fx(x). Рассмотрим свойства функции распределения: 1) Ф.Р. принимает значения из промежутка [0,1]: 0<=F(x)<=1. Данное свойство вытекает из того, что Ф.Р. – это вер-ть события {X<x}, а значение вер-ти любого события неотрицательно и не превышает единицы. 2) Вер-ть того, что С.В. примет значение из полуинтервала [x1,x2), равна разности F(x2) – F(x1): Р{x1<=X<=x2}= F(x2) – F(x1). 3) Ф.Р. – неубывающая функция, т.е. F(x2)>=F(x1),если х2>х1. 4) Р{X>=x}=1 – F(x). 5) Если х стремится к бесконечности, то F(x) к 1. 6) Если х стремится к – бесконечности, то F(x) к нулю. 7) Ф.Р. непрерывна слева, т.е. lim при дельта стрем. к +0 F(x – дельта)=F(x).

### 12.Математическое ожидание Д.С.В. и его свойства.

Мат. Ожиданием Д.С.В. называют сумму произведений всех ее возможных значений на их вероятности: М(Х)=х1р1+х2р2+…+хnpn. Если Д.С.В. принимает счетное множество возможных значений, то М(Х)=сумма по i от 1 до бесконечности xipi, причем мат. ожидание существует, если ряд в правой части равенства сходится абсолютно. Мат. ожидание обладает следующими свойствами: 1) Мат. ожидание постоянной величины равно самой постоянной: М(С)=С. 2) Постоянный множитель можно выносить за знак мат. ожидания: М (СХ)=СМ (Х). 3) Мат. ожидание произведения взаимно независимых С.В. равно произведению мат. ожиданий сомножителей: М (Х1,Х2…Хn)=M(X1)\*M(X2)…M(Xn). 4) Мат. ожидание суммы С.В. равно сумме мат. ожиданий слагаемых: М (Х1+Х2+Х3+…+Хn)=M(X1)+M(X2)+M(X3)+…+M(Xn).

### 13.Дисперсия Д.С.В. и ее свойства.

Дисперсией С.В. Х называют мат. ожидание квадрата отклонения С.В. от ее мат. ожидания: D (X)=M[X – M(X)]\*2. Дисперсию удобно вычислять по формуле: D (X)=M (X\*2) – [M (X)]\*2. Дисперсия обладает следующими свойствами: 1) Д. постоянной равна нулю: D(C)=0. 2) Постоянный множитель можно выносить за знак Д., предварительно возведя его в квадрат: D (CX)=C\*2D(X). 3) Д. суммы независимых С.В. равна сумме Д. слагаемых: D (X1+X2+…+Xn) =D(X1)+D(X2)+…+D(Xn).

### 14.Схема опытов Бернулли. Биномиальный закон распределения.

Биномиальным называют закон распределения Д.С.В. Х - числа появлений события в n независимых испытаниях, в каждом из которых вероятность появления события равна р, вер-ть возможного значения Х=k (числа k появлений события) вычисляют по формуле Бернулли: Pn (k)=Cn\*k p\*k q\*n-k.

### 15.Закон распределения Пуассона, пуассоновское распределение как предельное для биномиального.

Если число испытаний велико, а вероятность р появления события в каждом испытании очень мала, то используют приближенную формулу: Pn (k)=лямда\*k e\*-лямда/k!, где к – число появлений события в n независимых испытаниях, лямда=np (среднее число появлений события в n испытаниях), и говорят, что С.В. распределена по закону Пуассона.

### 16 .Геометрический закон распределения Д.С.В.

С.В. Х имеет геометрическое распределение, если Pm=P{X=m}=q\*m p, m=0,1,2,…, 0<p<1, q=1-p. Просуммировав бесконечно убывающую геометрическую прогрессию, легко убедиться в том, что сумма по m от 0 до бесконечности Pm=1: сумма по m от 0 до бесконечности Pm=сумма по m от 0 до бесконечности pq\*m=p\*1/1-q=1. Геометрическое распределение имеет С.В. Х, равная числу испытаний Бернулли до первого успеха с вероятностью успеха в единичном испытании р.

### 17.Определение непрерывной С.В. Плотность распределения и ее свойства.

С.В. Х называется непрерывной, если существует неотрицательная функция рх(х) такая, что при любых х функцию распределения Fx(x) можно представить в виде: Fx(x)=интеграл от –бесконечности до х px(y)dy. Рассматривают только такие С.В., для которых рх(х) непрерывна всюду, кроме, может быть, конечного числа точек. Плотностью распределения вероятностей непрерывной С.В. называют первую производную от функции распределения: f(x)=F’(x). Вероятность того, что Н.С.В. Х примет значение, принадлежащее интервалу (а,b), определяется равенством P(a<X<b)=интервал от а до b f(x)dx. Зная плотность распределения можно найти функцию распределения F(x)=интеграл от –бесконечности до х f(x)dx. Плотность распределения обладает следующими свойствами: 1) П.Р. неотрицательна, т.е. f(x)>=0. 2) Несобственный интеграл от плотности распределения в пределах от –бесконечности до бесконечности равен единице: интеграл от –бесконечности до бесконечности f(x)dx=1.

### 18.Математическое ожидание Н.С.В. и его свойства.

Мат. ожидание Н.С.В. Х, возможные значения которой принадлежат всей оси ОХ, определяется равенством: М(Х)=интеграл от –бесконечности до бесконечности хf(x)dx, где f(x) - плотность распределения С.В. Х. Предполагается, что интеграл сходится абсолютно. В частности, если все возможные значения принадлежат интервалу (а,b), то М(Х)=интеграл от а до b xf(x)dx. Все свойства мат. ожидания, указаны выше, для Д.С.В. Они сохраняются и для Н.С.В.

### 19.Дисперсия Н.С.В. и ее свойства.

Дисперсия Н.С.В. Х, возможные значения которой принадлежат всей оси ОХ, определяется равенством: D(X)=интеграл от –бесконечности до бесконечности [x-M(X)]\*2f(x)dx, или равносильным равенством: D(X)=интеграл от –бесконечности до бесконечности x\*2f(x)dx – [M(X)]\*2. В частности, если все возможные значения х принадлежат интервалу (a,b),то D(X)=интервал от а до b [x – M(X)]\*2f(x)dx,или D(X)=интеграл от a до b x\*2f(x)dx – [M(X)]\*2. Все свойства дисперсии Д.С.В. сохраняются и для Н.С.В.

### 20.Равномерный закон распределения.

Равномерным называют распределение вероятностей Н.С.В. Х, если на интервале (а,b), которому принадлежат все возможные значения Х, плотность сохраняет постоянное значение, а именно f(x)=1/(b-a); вне этого интервала f(x)=0. Нетрудно убедиться, что интеграл от –бесконечности до бесконечности р(х)dx=1. Для С.В., имеющей равномерное распределение , вероятность того, что С.В. примет значения из заданного интервала (х,х+дельта) прин. [a,b], не зависит от положения этого интервала на числовой оси и пропорциональна длине этого интервала дельта: P{x<X<x+дельта}=интеграл от х до х+дельта 1/b-adt=дельта/b-a. Функция распределения Х имеет вид: F(x)=0, при х<=a, x-a/b-a,при a<x<=b,1при х>b.

### 21.Показательный закон распределения.

Н.С.В. Х, принимающая неотрицательные значения, имеет показательное распределение с параметром лямда, если плотность распределения С.В. при x>=0 равна р(х)=лямда\*е в степени - лямда\*х и при x<0 р(х)=0. Функция распределения С.В. Х равна F(x)=интеграл от –бесконечности до х р(t)dt=0, при x<=0,1-е в степени –лямда\*х при x>0.

### 22.Нормальный закон распределения.

Н.С.В. Х имеет нормальное распределение вероятностей с параметром а и сигма>0, если ее плотность распределения имеет вид: р(х)=1/(корень квадратный из 2пи \*сигма) \* е в степени –1/2\*(x-a/сигма)\*2. Если Х имеет нормальное распределение, то будем кратко записывать это в виде Х прибл. N(a,сигма). Так как фи(х)=1/(корень из 2пи)\*е в степени –х\*2/2 – плотность нормального закона распределения с параметрами а=0 и сигма=1, то функция Ф(х)=1/(корень из 2пи)\* интеграл от –бесконечности до х е в степени –t\*2/2dt, с помощью которой вычисляется вероятность P{a<=мюn-np/(корень из npq)<=b}, является функцией распределения нормального распределения с параметрами а=0, сигма=1.

### 23.Функция Лапласа, ее свойства; вероятность попадания в интервал для нормального распределения С.В.

СВ называется нормально распределенной, если ее плотность распределения имеет вид

f(x)=(1/s  (2 ))\*e-(x-a)2/2s 2; s >0.

Функцией Лапласа называется функция вида(Z=x-a/s )

Ф(Х)= ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF0AAAA0AQAAAADA8Qn8AAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAADsSURBVCjPldIxbsIwFAbgJy7AETgGbOk9GHIAhg4MVEIqrEzcIDkCUhdgqDIydmBGrtSBASQjllhK8n5iYsePqmpVb59+6+n3kwnhGPobucRJohAwfQ+OgXGbROAwbYbKQYMzVFmDpYWJfCIa/A7uyuRCP187SuyBtMHujmd+GjTdUpvHLwKvpoVi9thhda08+uieC48JcMgNfRJRL/kA3rVLkvppW4uSaJbULd7Uhuz2kPaAxXzg4Is+YimQTySmEsUD5gE6H5YBel1mDkarNUcOrLMVPBBPR6xadL4C6kkBSgLfEKb9779Z3AAkHT6Jnyi3aAAAAABJRU5ErkJggg==).

Аргумент—переменная верхнего предела.

Св-ва;

1. Функция Ф(х)—нечетная, т.е. Ф(-х\_=-Ф(х)
2. Функция монотонно возрастает, т.е. х2>x1 следовательно, Ф(х2)>Ф(х1)

Ф(х2)=![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAd4AAABPAQAAAABtqJk8AAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAOwSURBVFjD5ddPb9MwGAbwIIR6Gv0ACPIFkDjusEP4JpO4syEhUQRsmcSdHjlMWj/CTtBJhZmdOCDEcYeyeRIaO4wt+6PVKW78Yidp89guMLpJO+BDtafOL6/rJI4X0ORtEFw9TvFrK3zz2bGDRQydVtjy8aE7bDzeCpmPlY3TGhxvhZ3bnj26aWN5CJ1WSDoeFlvOsLex1wrP/WG/d7A1LVZo+Ljj4A7OEQZ14OMnDn6EGEO24Vm1Y2NldWKQfuHy4l0OzgR2YhDcwzKxcVqDTivshB4+qjsTNkG7MGb4Bf5ANQbEDo6ws4WdvlUuZnSi5yColZX7sQ71svInog8Bnj2mXT2HRX+B+00Y9mA0co2/R07pmE5Du7JsAM5agA+4h3uJg8UgrDAfBo0TfhQ7WCRphPhMQOWfOOxNv/K+U/kgAdxD3GYe7nLEepAVbsKlHsTOTaDPF2F/UNaDZgX7F+eNObj9O6y4j+cdjE+RGfmoja4CnK/u4MnalWOG32H441NZYp0/YucomKUutK05X9PBHcQdwCrxccPBErEETGOw8HC5JhahXDMLvBTn9yVi019hQXucILAR5rSiPxeHk6fy831hLB0EaRBcK44XTJ8rCMoQ68UmqBVYvzTTKXPWoyC4XuAk5uLFqLLObANCzIeVmX4d18Rj/YcYVubE42SEQ+pSs7yAeXhVPB+Zfizn1YweS2OXeIH1z2/THRJDvMjppZorZyQPD4uHJZOxqvfbBp8Sz0emMka1wZZeu0q8wPKX+EYV9svKPf0hV/WwG2JYWeoRZt2q8guTP5eV8/CpxGa7Ju6Zd98Imx2eXKb8N6d6uV/QR2bLibl014vwmpu1PczMdq43qz8a+Vj060BJPTI5zfPZlsUc0OB+vbgdixDmt5Y0ZY4DfZNMdxnPby0zh5QuheY6229+a7dn3ZeSIja8L8t2fpwRiyfGitbpXzAnq7HLxlaWf8HJleBwPK6WCYnBwTQeZxxwFa4U7/r45HxYT++pj/vnxtY/WAU2T+T5cG8MjgBP4/EdCHqton0bq3miM6is2iFc2plmFfrv9NbHxtlcRAc47Lc4/R34PyjrMG9D85DbG5q2heFmzZiP5x28mcB2piuqoNha5OLV7bqFv3ydrTo3f8wCfuBVbq0xG3PECeJnMJUlXmfVTsHgdQZ4uwpq8Yzc1lqAoRg8twr4bRXUwpvYxStbsxY+nGpVee8GhKd3vcpfb0UWTrBzD4NX13lKL4onb/8l/gW0EaQJZ8HLwgAAAABJRU5ErkJggg==)—> Ф(х2)>Ф(х1)

3.Ф(+ )=0,5.Доказательство.

Ф()=![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATMAAAA0AQAAAADOUeL/AAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAJpSURBVEjHxdS/bhMxGABwlwgWhjwAEvcYHRiON+gDMJSdIUIMHUJy6ciUN8g9AYqEhEIVpe6WkQGJSlTpRUpRh7S5BgldKtvfh30+/4uSkgXhIefv/Lvvs32+ENypTcm/ckU4wLa5eTjwe5tbSyBMp0PqvlvtB4w/M71kLd+7MN/JJsdThOr2VTCM5r52omHnM0/84cDlpaNlTKVTK4JMowRmqpMr10WIcBWXA/EdohrhUbm4+wOYqE5X53ONBjsEEItLm+9hB7u4+wMB09hzUA9cFcp1CPE9yLciQT4dypov2O0OdRGGhe+unYsDhxf53HPfEFPtINUuNe7yh3Hj0jXgpVxYJN1SkTLkCc7PvshoXJ2XVGU9VK+WVyWr0MzId20MXNs/Zs5lAL6rwnU3xv4vgXvG2VCj2Lp9rN8wl8+G6/mOECeFy2dDl29KCIl6XxFHch/vanwl4ycmJKrVEMhrna8nt+4kt3XBhl5dTkjSkzc/ZbR0QMhzG8qUe5VT800jxA+dWDv5a0NzSIyzBTgG+7bFQbzZqffLus6JjKMYO7XERVl9KF1x5LlcuqFzC5xk6jpSrunNT7mRVzWZlIWFcmzNCecwyTzXcU7NT5wlnlvU5IVJlxevuHX0Chn7aBkgnTTktVAuH3Bqn/+JrLiwTiA9VQuR38cqzwYQ2+eX0MydYzPaVi6bEshpH40TctbD7Ny6gp0CrfblsPlG/9upt1ZHHIw+u31ptW778nqs3KOZdaqdH791x6n1/mm3er+p+ffUGdNr7xmExJ6DLHCPG8UWh4ETDdzUqu8odgmih9xf239zfwAWcllEnANOeQAAAABJRU5ErkJggg==)

Ф-ция Ф(Х) возрастает и стремится к 0,5.

Вероятность попадания в интервал для НРСВ.

Пусть  —НРСВ с пар. а и s (s >0).

![](data:image/png;base64,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)

### 24.Неравенство Чебышева.

Если известна дисперсия С.В., то с ее помощью можно оценить вероятность отклонения этой величины на заданное значение от своего мат. ожидания, причем оценка вероятности отклонения зависит лишь от дисперсии. Соответствующую оценку вероятности дает неравенство Чебышева. Неравенство Чебышева является частным случаем более общего неравенства, позволяющего оценить вероятность события, состоящего в том, что С.В. Х превзойдет по модулю произвольное число t>0. P{|X – MX|>=t}<=1/t\*2 M(X – MX)\*2=1/t\*2 DX – неравенство Чебышева. Оно справедливо для любых С.В., имеющих дисперсию; оценка вероятности в нем не зависит от закона распределения С.В. Х.

### 25.Теоремы Маркова и Чебышева.

Теорема Чебышева. Если последовательность попарно независимых С.В. Х1,Х2,Х3,…,Xn,… имеет конечные мат. ожидания и дисперсии этих величин равномерно ограничены (не превышают постоянного числа С), то среднее арифметическое С.В. сходится по вероятности к среднему арифметическому их мат. ожиданий, т.е. если эпселен – любое положительное число, то: lim при n стремящемся к бесконечности P(|1/n сумма по i от 1 до n Xi – 1/n сумма по i от 1 до n M(Xi)|<эпселен)=1. В частности, среднее арифметическое последовательности попарно независимых величин, дисперсии которых равномерно ограничены и которые имеют одно и тоже мат. ожидание а, сходится по вероятности к мат. ожиданию а, т.е. если эпселен – любое положительное число, то: lim при n стремящемся к бесконечности P(|1/n сумма по i от 1 до n Xi – a|<эпселен)=1. Теорема Маркова. P{|X|>=t}<=1/tM|X| - неравенство Маркова. Док-во: 1) Для Д.С.В. Х. Пусть Х – Д.С.В., Р{X=xi}=pi, i=1,2,3,…,сумма по i от 1 до бесконечности pi=1. Тогда вероятность события {|X|>=t} равна сумме вероятностей pi, для которых xi находится вне промежутка (-t,t). Очевидно, для всех xi, не принадлежащих промежутку (-t,t), имеет место неравенство |xi|/t>=1. Учитывая это неравенство получаем: P{|X|>=t}=сумма по i: |xi|>=t pi <=сумма по i:|xi|>=t |xi|/t pi<=сумма по i:|xi|>=t |xi|/t pi+сумма по i:|xi|<t |xi|/t\*pi =1/t сумма по i от 1 до бесконечности |xi|\*pi=1/t\*M|X|. 2) Для Н.С.В. Х. Пусть Х – Н.С.В. с плотностью вероятности р(х). Вероятность того, что |X|>=t, равна сумме интегралов от плотности вероятности по промежуткам (-бесконечность, -t) и (t,бесконечность). На этих промежутках |x|/t\*t>=1. Так как |x|/t\*p(x)>=0, то интеграл от –t до t по |x|/t\*p(x)dx>=0. Воспользовавшись формулой M|X|=интеграл от –бесконечности до бесконечности |x| p(x) dx, в результате преобразований получаем неравенство Маркова.

### 26.Центральная предельная теорема, следствия (теорема Муавра-Лапласа).

Локальная теорема Лапласа. Вероятность того, что в n независимых испытаниях, в каждом из которых вероятность появления события равна р(0<p<1), событие наступит ровно k раз (безразлично, в какой последовательности), приближенно равна (тем точнее, чем больше n). Pn(k)=1/(корень из npq)\*фи(х). Здесь Фи(х)=1/(корень из 2пи)\*е в степени –х\*2/2, x=k – np/(корень из npq). Интегральная теорема Лапласа. Вероятность того, что в n независимых испытаниях, в каждом из которых вероятность появления события равна р(0<p<1), событие наступит не меньше k1раз и не более k2 раз, приближенно равна: P(k1;k2)=Ф(х’’) – Ф(х’). Здесь Ф(х)=1/(корень из 2пи) \* интеграл от0 до х е в степени –(z\*2/2)dz – функция Лапласа, х’=(k1 – np)/(корень из npq), х’’=(k2 – np)/(корень из npq).

### 27.Двумерная С.В. Двумерная функция распределения и ее свойства.

Двумерной называют С.В. (Х,Y), возможные значения которой есть пары чисел (x,y). Составляющие Х и Y, рассматриваемые одновременно, образуют систему двух С.В. Дискретной называют двумерную величину, составляющие которой дискретны. Непрерывной называют двумерную величину, составляющие которой непрерывны. Законом распределения Д.С.В. называют соответствие между возможными значениями и их вероятностями. Функция распределения вероятностей Д.С.В. называют функцию F(X,Y), определяющую для каждой пары чисел (х,y) вероятность того, что Х примет значение, меньшее х, при этом Y примет значение, меньшее y: F(x,y)=P(X<x,Y<y). Свойства:1) Значения функции распределения удовлетворяют двойному неравенству: 0<=F(x,y)<=1. 2) Функция распределения есть неубывающая функция по каждому аргументу:F(x2,y)>=F(x1,y), если х2>x1. F(x,y2)>=F(x,y1), если y2>y1. 3) Имеют место предельные соотношения: 1) F(-бесконечность, у)=0, 2) F(x,-бесконечность)=0, 3) F(-бесконечность, -бесконечность)=0, 4) F(бесконечность, бесконечность)=1. 4) а) при у=бесконечность функция распределения системы становится функцией распределения составляющей Х: F(x,бесконечность)=F1(x). Б) при х=бесконечность функция распределения системы становится функцией распределения составляющей У: F(бесконечность, у)=F2(y).

### 28.Условные и безусловные законы распределения компонент двумерной С.В.

Условные. 1) Для дискретной двумерной С.В. Пусть составляющие X и Y дискретны и имеют соответственно следующие возможные значения: x1,x2,…,xn; y1,y2,…,ym. Условным распределением составляющей Х при Y=yj (j сохраняет одно и то же значение при всех возможных значениях Х) называют совокупность условных вероятностей p(x1|yj), p(x2|yj),…,p(xn|yj). Аналогично определяется условное распределение Y. Условные вероятности составляющих Х и Y вычисляют соответственно по формулам: p(xj|yi)=p(xi,yj)/p(yj), p(yj|xi)=p(xi,yj)/p(xi).

### 29.Корреляционный момент, коэффициент корреляции.

Корреляционным моментом СВ  и  называется мат. ожидание произведения отклонений этих СВ.    =М(( —М( ))\*( —М( )))

Для вычисления корреляционного момента может быть использована формула:

   =М( \* )—М( )\*М( ) Доказательство: По определению    =М(( —М( ))\*( —М( ))) По свойству мат. ожидания

   =М(  —М( )— М( )+М( )\*М( ))=М(  )—М( )\*М( )—М( )\*М( )+М( )\*М( )=М(  )—М( )\*( )

Предполагая, что  и  независимые СВ, тогда    =М(  )—М( )\*М( )=М( )\*М( )—М( )\*М( )=0;    =0. Можно доказать, что если корреляционный момент=0, то СВ могут быть как зависимыми, так и независимыми. Если    не равен 0, то СВ  и  зависимы. Если СВ  и  зависимы, то корреляционный момент может быть равным 0 и не равным 0. Можно показать, что корреляционный момент характеризует степень линейной зависимости между составляющими  и . При этом корреляционный момент зависит от размерности самих СВ. Чтобы сделать характеристику линейной связи  и  независимой от размерностей СВ  и  , вводится коэффициент корреляции:

К  =   /s ( )\*s ( ) Коэффициент корреляции не зависит от разностей СВ  и  и только показывает степень линейной зависимости между  и  , обусловленную только вероятностными свойствами  и  . Коэффициент корреляции определяет наклон прямой на графике в системе координат ( , ) Свойства коэффициента корреляции.

1. -1<=К  <=1

Если К  = 1, то линейная зависимость между  и  и они не СВ.

1. К  >0, то с ростом одной составляющей, вторая также в среднем растет.

К  <0, то с убыванием одной составляющей, вторая в среднем убывает.

1. D(   )=D( )+D( ) 2  

Доказательство.

D(   )=M((   )2)—M2(   )=M( 2 2  + 2)—(M( ) M( ))2=M( 2) 2M(  )+M( 2)—+M2( )+2M( )\*M( )—M2( )=D( )+D( ) 2(M(  ))—M( )\*M( )=D( )+D( ) 2  

### 30.Предмет математической статистики. Генеральная совокупность и выборка.

Мат. статистика опирается на теорию вероятностей, и ее цель – оценить характеристики генеральной совокупности по выборочным данным. Генеральной совокупностью называется вероятностное пространство {омега,S,P} (т.е. пространство элементарных событий омега с заданным на нем полем событий S и вероятностями Р) и определенная на этом пространстве С.В. Х. Случайной выборкой или просто выборкой объема n называется последовательность Х1,Х2,…,Xn, n независимых одинаково распределенных С.В., распределение каждой из которых совпадает с распределением исследуемой С.В. Х. Иными словами, случайная выборка – это результат n последовательных и независимых наблюдений над С.В. Х, представляющей генеральную совокупность.

### 31.Выборочное оценивание функции распределения и гистограмма.

Наиболее полная характеристика С.В. – это ее Ф.Р. Пусть х1,х2,…,xn – выборка из генеральной совокупности, представленной С.В. Х. Рассмотрим, как оценить Ф.Р. F(x) этой С.В., о которой известно только, что она непрерывна. Чтобы построить оценку F^n(x) Ф.Р. F(x), обычно располагают наблюдения xi в порядке их возрастания, т.е. находят вначале X\*1=minXi, затем следующее по величине наблюдаемое значение и т.д.; если есть одинаковые значения, то их расположение не играет никакой роли. Последовательность неубывающих величин Х\*1<=X\*2<=X\*n, полученных после упорядочения выборки, называется вариационным рядом. Существует статистическое и эмпирическое распределение. Гистограммой частот называют ступенчатую фигуру, состоящую из прямоугольников, основаниями которых служат частичные интервалы длины h, а высоты равны отношению ni/h (плотность частоты), где ni – сумма частот вариант попавших в i-ый интервал.

### 32.Точечные оценки числовых характеристик. Основные определения. Метод моментов.

Статистической оценкой  \* неизвестного параметра  теоретического распределения называют функцию f(X1,X2,…,Xn) от наблюдаемых С.В. X1,X2,…,Xn. Точечной называют статистическую оценку, которая определяется одним числом  \*=f(x1,x2,…,xn), где х1,х2,…,xn – результаты n наблюдений над количественным признаком Х (выборка). Несмещенной называют точечную оценку, мат. ожидание которой равно оцениваемому параметру при любом объеме выборки. Смещенной называют точечную оценку, мат. ожидание которой не равно оцениваемому параметру. Несмещенной оценкой генеральной средней (мат. ожидания) служит выборочная средняя: Хв=(сумма по i от 1 до k nixi)/n, где xi – варианта выборки, ni – частота варианты xi, n=сумма по i от 1 доk ni – объем выборки. Смещенной оценкой генеральной дисперсии служит выборочная дисперсия: Dв=(сумма по i от 1 до k ni(Хi-Xв)\*2)/n. Несмещенной оценкой генеральной дисперсии служит исправленная выборочная дисперсия: s\*2=n/n-1\*Dв=сумма ni(xj – Xв)\*2/n-1. Метод моментов точечной оценки неизвестных параметров заданного распределения состоит в приравнивании теоретических моментов соответствующим эмпирическим моментам того же порядка. Если распределение определяется одним параметром, то для его отыскания приравнивают один теоретический момент одному эмпирическому моменту того же порядка. Например, можно приравнять начальный теоретический момент первого порядка начальному эмпирическому моменту первого порядка: v1=M1. Учитывая, что v1=M(X) и М1=Хв, получим М(Х)=Хв. Если распределение определяется двумя параметрами, то приравнивают два теоретических момента двум соответствующим эмпирическим моментам того же порядка. Учитывая, что v1=M(X),M1=Хв,мю=D(X),m2=Dв, имеем систему: М(Х)=Хв, D(X)=Dв.

### 33.Метод наибольшего правдоподобия.

Метод наибольшего правдоподобия точечной оценки неизвестных параметров заданного распределения сводится к отысканию максимума функции одного или нескольких оцениваемых параметров. Д.С.В. Пусть Х – Д.С.В., которая в результате n опытов приняла возможные значения х1,х2,…,xn. Допустим, что вид закона распределения величины Х задан, но неизвестен параметр  , которым определяется этот закон; требуется найти его точечную оценку  \*= (x1,x2,…,xn). Обозначим вероятность того, что в результате испытания величина Х примет значение xi через р(xi; ). Функцией правдоподобия Д.С.В. Х называют функцию аргумента  : L (x1,x2,…,xn; )=p(x1; )\*p(x2; )…p(xn; ). Оценкой наибольшего правдоподобия параметра  называют такое его значение  \*, при котором функция правдоподобия достигает максимума. Функции L и lnL достигают максимума при одном и том же значении  , поэтому вместо отыскания максимума функции L ищут, что удобнее, максимум функции lnL. Н.С.В. Пусть Х – Н.С.В., которая в результате n испытаний приняла значения х1,х2,…,xn. Допустим, что вид плотности распределения – функции f(x) – задан, но неизвестен параметр  , которым определяется эта функция. Функцией правдоподобия Н.С.В. Х называют функцию аргумента  : L(x1,x2,…,xn; )=f(x1; )\*f(x2; )…f(xn; ).

### 34.Интервальные оценки числовых характеристик. Доверительный интервал. Основные определения.

Интервальной называют оценку, которая определяется двумя числами – концами интервала, покрывающего оцениваемый параметр. Доверительный интервал – это интервал, который с заданной надежностью гамма покрывает заданный параметр. 1. Интервальной оценкой с надежностью гамма мат. ожидания а нормально распределенного количественного признака Х по выборочной средней Хв при известном среднем квадратическом отклонении сигма генеральной совокупности служит доверительный интервал: Хв – t(сигма/корень из n)<a<Хв+t(сигма/корень из n), где t(сигма/корень из n)=дельта – точность оценки, n – объем выборки, t – значение аргумента функции Лапласа Ф(t), при котором Ф(t)=гамма/2; при неизвестном сигма (и объеме выборки n<30) Хв – t гамма (s/корень из n)<a<Хв+t гамма (s/корень из n), где s-исправленное выборочное среднее квадратическое отклонение. 2. Интервальной оценкой (с надежностью гамма) среднего квадратического отклонения сигма нормально распределенного количественного признака Х по “исправленному” выборочному среднему квадратическому отклонению s служит доверительный интервал s(1-q)<сигма<s(1+q), при q<1; 0<сигма<s(1+q), при q>1. 3. Интервальной оценкой ( с надежностью гамма) неизвестной вероятности р биномиального распределения по относительной частоте w служит доверительный интервал ( с приближенными концами р1 и р2).

### 35.Доверительный интервал для мат. ожидания при известной дисперсии.

 ^=X=1/n сумма по i от 1 до n Xi является наилучшей несмещенной оценкой для мат. ожидания МХ= нормального распределения f(x, )=1/(корень из 2пи сигма в квадрате)\*е –(х- )\*2/(2сигма в квадрате) по выборке объема n. Пусть дисперсия Хi Dxi=сигма в квадрате известна, где сигма в квадрате – некоторое конкретное число. Предполагается, что для нормально распределенного признака  , дисперсия которого известна равна  2. По выборке объема n получены выборочные значения  1,  2, ... ,  n. Требуется получить интервальную оценку неизвестного нам математического ожидания этого признака. M | | > a заданной надежности j. Сначала рассчитываем точечную оценку математического ожидания:
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Будем считать, что  1,  2, ... ,  n разные СВ, но распределенные по одному и тому же закону и математическое ожидание.

### 36.Проверка гипотез. Ошибки первого и второго рода. Мощность критерия.

В статистике рассматриваются гипотезы двух типов:

1. Параметрические – гипотезы о значении параметра известного распределения;
2. Непараметрические – гипотезы о виде распределения.

Обычно выделяют основную гипотезу – нулевую (H0). Пример: математическое ожидание признака  , который распределен по нормальному закону и дисперсия его известна, а H0: M( ) = a. Предполагаем, что известна дисперсия Конкурирующая гипотеза имеет вид: H1: M( )  a;

H1: M( ) > a, либо H1: M( ) = a1. Для проверки гипотез используются критерии, и они представляют собой специальным образом подобранные СВ, k – точечный или приближенный закон, который известен.
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Обычно предполагается, что если гипотеза Н0 выполняется, то вычисляемая по выборочным данным kнабл. Этого критерия и гипотеза Н0 принимается, если kнабл. (kкритич. левостор.; kкритич. правостор.) Если kнабл. попадает в критическую область (все остальные значения k  (-  ; kкритич. лев.)  (kкритич. прав. ;  ), то гипотеза Н0 отвергается и принимается конкурирующая гипотеза Н1. При этом возможны ошибки двух типов: Первого рода: что гипотеза Н0 отвергается, в то время, как она верна. Вероятность этой ошибки: P(H1/H0) =  - уровень значимости критерия. Критерий подбирается так, чтобы  была как можно меньше. Второго рода: что отвергается гипотеза Н1, в то время, как она верна.  = P(H0/H1) Мощностью критерия – (1- ) - вероятность попасть точке-выборке в критическое множество, когда верна конкурирующая гипотеза.

1- = P(H1/H1)

### 37.Проверка гипотезы о равенстве генеральных средних при известных дисперсиях.

Признак  и  распределены нормально с известными дисперсиями.

Пусть по выборкам  1,  2, ... ,  n объема n,  1,  2, ... ,  m объема m, получены выборочные средние значения (![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAZAQAAAAD/Rfg6AAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAA8SURBVBjTY/j/v4EBGX9gR7B/2jcw/AHSv0G4voHhB5D/Hch+j4QffG5g+PcaiI83MHy8DdR3HNU8IAYARHo6FXdsFjEAAAAASUVORK5CYII=) ; ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAYAQAAAAA0GSufAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAA6SURBVBjTY/j/v4EBG37AjmA/km9geDm/geHz/gaG7yBs38DwvL6B4X1lA8O/UiB+DMRvgWofY5gDACbbNeYCYpS/AAAAAElFTkSuQmCC)). Выдвигается гипотеза о равенстве генеральных средних: H0: M( ) = M( ); При конкурирующей гипотезе:

H1: M( )  M( ); В качестве проверки гипотезы выбираем новую СВ ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFoAAAAuAQAAAACAYDN4AAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAD2SURBVCjPbdJLCsIwEAbgiAuX9QYewQOoeAEvJCJBPIcHEZQWFMSNLtxrd+6MqFihtr8z6SQGMZCWL5PHTFqFb0uUfWnquaDELwpBkbZ4RFCF/yC/8XZa8KBDIoc7gogJcQXWfR8p6wePE3DWDjFgQlxC7Hi3a0TpTIAjp5PR4oKSe9vcaEqRU/fY2ChBJ9qXXYYXQlFdVWcSRWvfyraaBU+hltE5XEtmRxKVRgxVwV6vi1iYLV+YwwFQPYd9GIm/SNsroCmYmfgVDQQLQ5nOBN0LPZaCMWMuGDI6gumzAYx8bpTc3YPqyDxaHBXkcgfwn9tBfqQPgo7uXHmv2lAAAAAASUVORK5CYII=);

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAR4AAAAyAQAAAACiq4mCAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAI7SURBVEjHtdW/bxMxFAfwizJ06JCNNX8GQwb/CfwBDBUTQ4UYEKogP1wm/oz7E0CqQEGquAxIbNyABOKH6iCGGxrhllTyRbbzeM92LtzFbTLADfFd8sm7s7/PSQLbD5P8B1Q0xijKwzi/GZV7W1EaxsU/QCZdo2UcMbAMyjYYd1Veh/zH5uZKehdkGFx26kjSy6Be6fgqryOxgRROTUTQaULXwiOsrRvotI0v3xFZf2eP0jrKICD9F5pnUWSWveMjbJBLBlMOaoUMp8x/ju7gMEuWA/0Wn3heMAC+XlJ3FPkIb98ipKz2iG7BG4i7SvaJQ+c5rmQTfU6H4NFjpfVF9/wFW4Vg9ip0MOpC+RzRA6Wo0sMKrSt9EkOYPL0/S/Shkljp24F/cNCuklsU/jrr45ckortKYKWvgiX+GABM/VnnVYaLYwn1HPoi/OzAmiqz7MShfJao24qKvsmwM91Sm2qlxSN+RJnPkh/3dIKn+x1EE7ZCY5rh2a3uS2wg4bNToceblXDEk7QWsP5N0xvQhcsM387wnazWKvoKKpR6NKaqtabTuMMnHY84lC0Za18tq0rDsAs2NkK5fwHwjhFqucxkZEsVfblsfyRkpMsshmQPn6DgiGzhMouhvIeLIgktCpdZDIk+ol+EtHSZxdAZoQ80O527zGJoap9hXhSL8ZmJCAKL4ZmQHWUWR9hXNiDKLIJSsO8RWfdzOA7VNpHrTL2oOpPHkN8IixBbFOVh3PKPsAPa6Q/o+sP8AUE6bg/6xb6BAAAAAElFTkSuQmCC)

Д(Z)- дисперсия Д((![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAYAQAAAAANfprEAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAA2SURBVBjTY/j/jwGOPvCByL/7GH7VMfz9x/D7H8MvO4af/xie/2N4D0MP/jH8A6OPSBr//wMAKKwsq0QzdtsAAAAASUVORK5CYII=)- ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAATAQAAAABnuWoHAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAArSURBVBjTY/j/jwGCHvBBGZ/sGF7uY/gORHUg9L6O4d0/hn9g9Aem+P8/AKgaIZjUTmGfAAAAAElFTkSuQmCC))/ (![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAYAQAAAAANfprEAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAA2SURBVBjTY/j/jwGOPvCByL/7GH7VMfz9x/D7H8MvO4af/xie/2N4D0MP/jH8A6OPSBr//wMAKKwsq0QzdtsAAAAASUVORK5CYII=)-![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAATAQAAAABnuWoHAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAArSURBVBjTY/j/jwGCHvBBGZ/sGF7uY/gORHUg9L6O4d0/hn9g9Aem+P8/AKgaIZjUTmGfAAAAAElFTkSuQmCC))) = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKIAAAAuAQAAAACD+/8VAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAEwSURBVDjLrdKxTsMwEAbgoEp0ZGSjb0IfqwNqj5GNJwA2noLaYWLrzECSQpGqTq7E4AbHPs52ArHjBYSltNHX31fnLhkmVp79j5qkHn6R/YtyuvRAIaWm+wh1PfEbhtkfbWxB3B/XU6ey3wdVfII7yFNfZVHThjEPs3Ip/aEjPQC+TdgoUEHZo91dlBVzgfjBXXadtetEzCsqw6Ns5XQaaINMk27BK7gHlReQnedUHAA3eWZc71ACAKPfDbg+aFTucfmCStgOdXpJN7o0yDakvr9tVhfgZ/Gt71afoT83hXJH32cimDHp1m4caJXQ/ekr4tUi0pWsmvF9rOWM/noVV7id0ZnKWJkkfYn1wepNpPpRjRCXtrd9RUWNqIdKr4Ea6jWp4oG2s4i0mxuEmlj5FyFefUn6iuZaAAAAAElFTkSuQmCC)

M(Z) = 0; Д(Z) = 1. Для того, чтобы выбрать Zкр. и при заданном уровне значимости , определить принимается или не принимается основная гипотеза, найти вероятности.

P(0 < Z < Zкр.) + P(Z > Zкр. прав.) = ½ Ф(Zкр.) +  /2 = ½ Ô(Zкр. прав.) = ½ -  /2

Zнабл.= ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATgAAABFAQAAAAD2z8dsAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAMiSURBVEjHzdS/bxMxFAfwqyKUCeUfQERM/QM6dEBtBv6A/gd0ZGRAokMUXCZGZoRE/gAGxESh5C4DUjc6MIBoEp+oRIQqxSlp5SYXn/m+d798A01UVYKTLjnLn3vPZz/bs8td3r9zYd1pdxtu77xyhXhTN8RvUepeddxM2NjLus+QzMmxhWHVsnhugEk5XcOJp90OVWKxO74L5L2TtcfIe6+AyPmpkccb335RxAs31px4ceVL5ijV3axHonMndwb3UKQOXbaZ9QRwxYAjyuC6R64bltzIcUUquLkquc/Z93aHSNVOe54eWqPyWbu4Ze1gkrr4Kwa7nY38DSIEecDvCH+SOvMcg8hCRHVre8Uav0X3QeqO38HJtOPgobX9PN78MdxR6izixfmQEG9exDulVzOXXrulpR3XS80r7I/L44VeetVQoMW1gvecZu3692WWjWamSFRFKyyadY/WmuaLSg0Pqih1KkzB8y8jm7s4dVY4Lk72S2DYxXwiCL57FVo0TfUFYxInUmdt7mQqKJ8Kb07XUVwVEf/FycTpzgwFbBQ7Pb7BJwf649gLViVOB8n5lNqfYvTRCAHgoj5OjrBKzjaDLURq9lYS19TkBonTfT45OF4UNKTELx8ScBdNcqc1dh2dO+1bOJ06yfH04OwwcTg5ftQTF9TI7T0jJweRIudPJTmFeCu/2nDGIN6gYvSHB6mT7CJySrUw6EnATnWQ16iPip3PTvlRW3gGDp+oyXWM2mfXSVyLnXwyCYQ3U5JdA24jYhepziG5gdfq4n+3vuNbL1a+kXQqwfW1hLNavpfsbIvOpECKTXLeZpdOJazbUVj9hu8Oq0eS5rlvWwZ1JqRoYd22hY8FjsmdKC1lgHWV7cQ9OWYXkLtvfUNLRk5qie+hX8nVABNndfrK+sc0xZZdD3GlVpnL96dn20Xd4wRL6j6pU7qzI9+jt4LU0eQ7+2OP9jFqjTbZZfuyHG+BW2KfL+kOlnTR/+7Ecs4I+5PpZG2RO2c3e73ITdidv1yYlx8m64vciB/0zqUuFrbPeUcni1yPH0bDRW6p+Std1+3+AJ1VmePgdhUeAAAAAElFTkSuQmCC)

|Zнабл.| < Zкр.прав.  Н0 |Zнабл.| > Zкр.прав.  Н0 отвергается.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAXYAAAB8AQAAAABVyaYaAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAJYSURBVFjD7ddLbtNAGAdwlwVd5gjhGqyGm4Q1myyzKGVAPUCO4FvQFTIVj8Iqe0CMUCpZwnLcqEKOZXu+Op5M/JiH50MUqJTZ+PH/aTLf2DNJPEC1wvsXnq4DivIxDRCekxUwlL+4Si4ejJz9JP6VRK+Zqy8ncZ5E52OU/3o+cfbTajxf3MeTTz9cJa8ezZ39jAN74z6f+QxogPDpDFDvQ3oCpvZHfHJ6tx7owd8nX4xx/uwpxfhrSs8wfgS0IO7+elvvO3c/2vqCuvoN1PM5d/WXwq9dPRGeUzdfgPDgu/kb6UM3v5A+c/NEen0Bfc9Ben0BfZ81PnTxYeNzF88aX7h40njtKut5Ue5O+sM+a/tw2Kdtnw/7RdsXw560vbwye9njzrMhn3d9OOTDrs+GvN/1fMDvX2F5JHZfQs8v7H7Z9zd27/e9umu1fZNSpQedbz5970ObX6g+s/iCqJ6Pzb61hTdl/jD6DdF5PjL5Y9D56stJ71+C3neDvX9LTR6OVL/xCBg99467vnND9Z3utv6IVs3iq/QJbXkIgsDmX/Bm4dSeMWbzp2XZ9UmS2PxJLvcBX/g0TW1+lu62vWpB1T7Pc5ufJokcDa19WZY2P2FMns5rzzm3eRIE8nRdeLj23NM+IdNVVuD8JdITnN8AzodI7yM9/DUPFg+/7z8jfYT06R177HhEvR+JyStJ7VfG/pWk9rHRx1ofGX2k9UujX2o9djyrT8TglUTst8+YwSuJmP+H3wxeScTz/fnd4JVE+PePTb6fCN//odb4fnIv/l8f/MH/L/4W7C3qqhT2acMAAAAASUVORK5CYII=)

### 38. Проверка гипотезы о равенстве генеральных средних при неизвестных дисперсиях.

Пусть  и  нормально распределенные СВ, предполагается, что неизвестны, но равны между собой дисперсии.  1,  2, ... ,  n  1,  2, ... ,  m

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAZAQAAAAD/Rfg6AAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAA6SURBVBjTY/j/v4EBGf9gR7B/2jcw/AHSv0G4HigH5H8Hst8j4Qc/Gxj+fQXixw0MH98C9T1GNQ+IAU9mOncvyfknAAAAAElFTkSuQmCC); ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAYAQAAAADfLpCcAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAA7SURBVBjTY/j//wADNvyAH8F+JH+A4eX8Awyf9x9g+A7C9gcYntcfYHhfeYDhXykQPwbit0C1jzHMAQBDGjvuZhbxHAAAAABJRU5ErkJggg==): Н0: М( ) = М( ) Н1: М( )  М( )

Для проверки гипотезы Н0, вводится СВ t, которая представляет собой

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATMAAAA4AQAAAAC5kyKEAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAJVSURBVEjHzdO/b9NAFAfwRPkD+geg4om/IENHjx07MXSKxAAbHRCyRAQ3dmOvOmRhCkiwRTS07sbSqFMFUkkuqGoFRbETVY2d2r4v7+z419lJMyHeEJ99n7x3vnuuYKUYVv4/51bSWOYcQMyHXHF+Le+C+dC+J5+3wImtUjdxVNeCXy06q+BYPp8TvYndVFyAUgfVCQ3ubuLq9Y09gbpedAGOXz1L3Pt252ystY9qwlMcrdu3E7e/3ekJbJsIVCe3NnH2Rt3Yp7oMXpk7TZxhGF0Bg8EpcTMe31jXVuclhGWG+3KsZdxYh5e6K6v5ghzD0BhW+jyb0ARaSd30fOk8clsLFtKCsxXnIu+CvBM1lISd69MAi8LOjO/Jpzh5LQR+pOPqsrpcyeeu5NzL3a808NWyVS/vcPvuG9IdTeNScZMn5S5Q3J/HH6WTTxn0sGfoX7OC+117JGfkcZmCR9sWYBo7FrsoPHlvynfkoRNLnMcfzN3AHUDmxgnYXivrHHIXgwszcg+ddQi5kmt37ayRdVOZ03IaYHKaGweRuwL7wItuqsXuU+R6VNfMuRv6NGwqzr6ckGsicn2wbt7dmVXPNuGuHbXHGn9Nj2gvcQAY+fXNTMpHS2GHTynfm7n7TE7POuuGPvuRLev2yO2wyGXOY+6c2B32l7jAsqjuL4vmurQmvsnyTRG7O/s5w+R8nYbntKa331HuhNwScKFH5yHwc5kzZ4j74LbcYSfsK9mtUV+NFriGTMPczbhPR9oCF1224glPL3et8Nc/Xc0tjMTxFR3+sfsLxibWB7A3U3cAAAAASUVORK5CYII=)

Теоретическое обозначение признака; СВ Т распределена по закону Стъюдента, зависит от первого параметра, который называется числом степеней свободы (k). k = n + m – 2 (по таблице для распределения Стъюдента при заданном значении k и уровне значимости  в зависимости от вида альтернативной и конкурирующей гипотезы, находятся либо односторонние tкр., либо двухсторонние tкр.).

Ткр. прав. = - Ткр. лев. | Тнабл. | < Ткр. двуст.  Н0 | Тнабл. | > Ткр. двуст.  Н0 отвергается.